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Disclaimers

• Neither SumGrowth Strategies nor I are registered investment advisors or broker-dealers.

• This presentation is for educational purposes only and is not an offer to buy or sell securities.

• This information is general in nature and should not be construed as personal investment 

advice as it is not provided in view of the circumstances of any particular individual.

• Investing in securities is speculative. You may lose some or all of the money invested.

• Past results of any particular trading system are not a guarantee of future performance.
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Part 1 – Practical Stuff
• Introducing SectorSurfer

• Markets – No Place to Hide

• SectorSurfer Online Practical Demo 

• StormGuard & Bear Market Strategies

• The Tactical Risk Mitigation Index

• The Dual Defense Strategies

• Hall of Fame, Publications, Videos 

• Newsletter, Subscriptions

Part 2 – Technical Stuff
• MPT:  Diversify & Rebalance

• Momentum Exists in Market Data

• Improving the Signal to Noise Ratio

• Bear Markets, StormGuard, SwanGuard

• Alpha Daily Brief Resources

• Hindsight Bias – Tuning and Selection

• Merlyn.AI’s Genetic Algorithms

• Formal Indexes: What Lies Ahead?
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S&P500
Deja vu?

Landing?









Standard 60/40 Portfolio – YTD 2020

BlackRock 60/40 Target Allocation - BIGPX

S&P 500 Index





Dinner Plan?

Select 10 Random Things Chop and Cook Them



Invest Mainstream

60/40 Fix Plan

But



Body Armor: 40% Bonds 
MPT

TRM-1 TRM-2 TRM-3 TRM-4

1 60/40 Backbone T6040 T6040 T6040 T6040

2 Commodities DBC DBP DBC GLD

3 Treasuries Short-Term SPTS SHY SHV SCHO

4 Treasuries Int-Term SCHR IEF IEI TLH

5 Treasuries Inflation-Prot TIPX SPIP TIPZ TIP

6 Ultra Short Term ICSH UUP PULS UUP

7 Bonds Short-Term VCSH BSV IGSB SPSB

8 Bonds Interm-Term BIV AGG SCHZ BND

9 Bonds Long-Term BLV SPLB IGLB VCLT

10 Corperate Bonds VCIT LQD CORP SPIB

11 High-Yeild Corp. Bonds JNK ANGL FALN HYG

12 Municipal Bonds BAB HYMB MUB HYD

BMS-W BMS-M BMS-Y BMS-M

Fund Category

Bear Market Strategy

Tactical Risk Mitigation Index - Momentum Models

Guard Dogs at Front Door
Momentum

60/40 Fix Plan

Guard Dogs at Back Door
StormGuard



Tactical Risk Mitigation Index

• Lower Risk than AGG

• Higher Return than SPY

• Best All Weather Index



Dual Defence TRM as Backstop



Dual Defence Example



MPT:  Diversify and Rebalance
The Efficient Frontier Is The Best You Can Do



The Efficient Frontier Is The Best You Can Do

MPT:
Based On

Hindsight Bias

MPT:
Momentum

Not Employed



Mars Rover - Opportunity iPhones

What Changed After 1952 to Get Us Here?



Seminal Academic Paper:

“Returns to Buying Winners and Selling Losers: 
Implications for Stock Market Efficiency”

(1993)

Narasiman Jegadeesh
Emory University

Sheridan Titman
U. of Texas, Austin

Momentum in Market Data
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Profitability of Momentum Strategies:
An Evaluation of Alternative Explanations

By Narasiman Jegadeesh and Sheridan Titman  (2001)

1.65% / mo.  =  21.7% / yr

0.40% / mo.  =   4.9% / yr

16.8% Diff.
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“the premier market anomaly” that’s “above suspicion.”

Eugene Fama
Nobel Prize, 2013

Kenneth French
Dartmouth College

Momentum in Market Data

Academic Paper:

“Dissecting Anomalies”
(2008)



By definition, momentum is a “Portal to the Future.”

Momentum IS the
crystal ball we all
hope to find.

Where something in the recent past ...
... tells us something about the near future.

Trends / Momentum are Real



Reducing the Noise 
Is the Whole Game



Reducing the Noise Is the Whole Game

• MSEE from Stanford University
• Over 40 U.S. and foreign patents
• VP Eng. Eaton’s optical sensor division

Signal Processing Theory is Required



Reducing the Noise Is the Whole Game

• MSEE from Stanford University
• Over 40 U.S. and foreign patents
• VP Eng. Eaton’s optical sensor division

Signal Processing Theory is Required



Signal-to-Noise Ratio 

Controls the Probability of
Making the Right DecisionClaude Shannon

National Medal of 
Science, 1966



Signal-to-Noise Ratio 

Controls the Probability of
Making the Right DecisionClaude Shannon

National Medal of 
Science, 1966

Proved



Think Outside of the Box

Someplace to Start                        Designed for Performance

Matched Filter Theory

Design for Optimum
Signal-to-Noise RatioJ. H. Van Vleck

Noble Prize, 1977



J. H. Van Vleck
Noble Prize, 1977

Think Outside of the Box

Someplace to Start                        Designed for Performance





Differential Signal Processing

Removes Common Mode Noise

(Relative Strength)

Wheatstone Bridge

Samuel H. Christie
Royal Society 1836

5 Years Full Span



Sectors Provide Power Strokes

Market 
Cycle

Economic 
Cycle
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The Bear Market Problem

1991 2018

S&P 500

5
0

 %

6
5

 %
For Use by Investment Professionals
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The Death Cross Problem
50d Moving Average Crosses the 200d Moving Average
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StormGuard-Armor

Detect the Onset of Bear Markets

1. Price Trend

2. Value Sentiment

3. Institutional Volume
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Why is StormGuard-Armor Better?

It Analyses Three 
Different Kinds of 
Market Behavior.

It Incorporates Event 
Detection, not Simply 
Timing Adjustments.



www.AlphaDailyBrief.com

http://www.alphadailybrief.com/


Black Swan Events
January 1950 to April 2020



SWAN owns market and treasury futures
SSS6  owns 50% SPY and 50% TLH (7-10y treasury)

Vaccination Response
Real-Time BS Detection

Black Swans are Like an Earth Quake.
1. When VIX >25, Move to Treasury
2. Otherwise do Momentum Stuff.

VIX Volatility



Vaccination Response
Real-Time BS Detection



12-Month SMA Sector Strategy



FWPT DEMA Strategy in painted path.



FWPT DEMA Strategy w/ Death Cross to Cash



FWPT DEMA Strategy w/ AG-Armor to Cash



FWPT DEMA Strategy w/ AG-Armor to BND



FWPT DEMA Strategy w/ AG-Armor to TLH



FWPT DEMA Strategy w/ AG-Armor to BMS-W



FWPT DEMA Strategy w/ AG-Armor to BMS-G



These Guys 

Got us Here

Is There More?



What About Selection Bias?
Who Needs 

XLV-Healthcare and XLE-Energy?

.

.



Merlyn.AI 
Is a Genetic Algorithm 

Layered on Top of a Strategy

Why?
To Remove Hindsight Selection Bias

Why?
To Evolve its Set of Funds Each Month

Genetic Algorithm on Top



Artificial Intelligence Algorithms
Types of machine learning algorithms[edit]

•Almeida–Pineda recurrent backpropagation

•ALOPEX

•Backpropagation

•Bootstrap aggregating

•CN2 algorithm

•Constructing skill trees

•Dehaene–Changeux model

•Diffusion map

•Dominance-based rough set approach

•Dynamic time warping

•Error-driven learning

•Evolutionary multimodal optimization

•Expectation–maximization algorithm

•FastICA

•Forward–backward algorithm

•GeneRec

•Genetic Algorithm for Rule Set Production

•Growing self-organizing map

•HEXQ

•Hyper basis function network

•IDistance

•K-nearest neighbors algorithm

•Kernel methods for vector output

•Kernel principal component analysis

•Leabra

•Linde–Buzo–Gray algorithm

•Local outlier factor

•Logic learning machine

•LogitBoost

•Manifold alignment

•Minimum redundancy feature selection

•Mixture of experts

•Multiple kernel learning

•Non-negative matrix factorization

•Online machine learning

•Out-of-bag error

•Prefrontal cortex basal ganglia working memory

•PVLV

•Q-learning

•Quadratic unconstrained binary optimization

•Query-level feature

•Quickprop

•Radial basis function network

•Randomized weighted majority algorithm

•Reinforcement learning

•Repeated incremental pruning to produce error reduction (RIPPER)

•Rprop

•Rule-based machine learning

•Skill chaining

•Sparse PCA

•State–action–reward–state–action

•Stochastic gradient descent

•Structured kNN

•T-distributed stochastic neighbor embedding

•Temporal difference learning

•Wake-sleep algorithm

•Weighted majority algorithm (machine l

Supervised learning

•AODE

•Artificial neural network

•Association rule learning algorithms 

• Apriori algorithm

• Eclat algorithm

•Case-based reasoning

•Gaussian process regression

•Gene expression programming

•Group method of data handling (GMDH)

•Inductive logic programming

•Instance-based learning

•Lazy learning

•Learning Automata

•Learning Vector Quantization

•Logistic Model Tree

•Minimum message length (decision trees, decision graphs, etc.) 

• Nearest Neighbor Algorithm

• Analogical modeling

•Probably approximately correct learning (PAC) learning

•Ripple down rules, a knowledge acquisition methodology

•Symbolic machine learning algorithms

•Support vector machines

•Random Forests

•Ensembles of classifiers

• Bootstrap aggregating (bagging)

• Boosting (meta-algorithm)

•Ordinal classification

•Information fuzzy networks (IFN)

Bayesian[edit]

Bayesian statistics

•Bayesian knowledge base

•Naive Bayes

•Gaussian Naive Bayes

•Multinomial Naive Bayes

•Averaged One-Dependence Estimators (AODE)

•Bayesian Belief Network (BBN)

•Bayesian Network (BN)

Decision tree algorithms[edit]

Decision tree algorithm 

•Decision tree

•Classification and regression tree (CART)

•Iterative Dichotomiser 3 (ID3)

•C4.5 algorithm

•C5.0 algorithm

•Chi-squared Automatic Interaction Detection (CHAID)

•Decision stump

•Conditional decision tree

•ID3 algorithm

•Random forest

•SLIQ

Linear classifier[edit]

Linear classifier

•Fisher's linear discriminant

•Linear regression

•Logistic regression

•Multinomial logistic regression

•Naive Bayes classifier

•Perceptron

•Support vector machine

Unsupervised learning[edit]

Unsupervised learning

•Expectation-maximization algorithm

•Vector Quantization

•Generative topographic map

•Information bottleneck method

Artificial neural networks[edit]

Artificial neural network

•Feedforward neural network Logic learning machine

•Self-organizing map

Association rule learning[edit]

Association rule learning

•Apriori algorithm

•Eclat algorithm

Semi-supervised learning[edit]

Semi-supervised learning

•Active learning – special case of semi-supervised learning 

Generative models

•Low-density separation

•Graph-based methods

•Co-training

•Transduction

Deep learning[edit]

Deep learning

•Deep belief networks

•Deep Boltzmann machines

•Deep Convolutional neural networks

•Deep Recurrent neural networks

•Hierarchical temporal memory

•Generative Adversarial Networks

•Deep Boltzmann Machine (DBM)

•Stacked Auto-Encoders

Other machine learning methods and problems[edit]

•Anomaly detection

•Association rules

•Bias-variance dilemma

•Classification

• Multi-label classification

•Clustering

•Data Pre-processing

•Empirical risk minimization

•Feature engineering

•Feature learning

•Learning to rank

•Occam learning

•Online machine learning

•PAC learning

•Regression

•Reinforcement Learning

•Semi-supervised learning

•Statistical learning

•Structured prediction

• Graphical models

• Bayesian network

• Conditional random field (CRF)

• Hidden Markov model (HMM)

•Unsupervised learning

•VC theory
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https://en.wikipedia.org/wiki/Random_forest
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https://en.wikipedia.org/wiki/Linear_classifier
https://en.wikipedia.org/wiki/Fisher's_linear_discriminant
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How SumGrowth Uses AI
To Perceive the environment and take action to maximize success.

FWPT: Forward Walk
Progressive Tuning

Adaptively changing the algorithm 
based on the past character of the 
data. Walks through out-of-sample 
data for its buy/sell decisions. 

StormGuard - Armor

Employs Fuzzy Logic to evaluate a 
composite of 12 measures of the 
market’s character to determine 
current investment safety.

FWPP: Forward Walk
Progressive Picking

Uses a Genetic Algorithm to evolve 
the candidate funds in a population
of momentum strategies to eradicate 
remnants of hindsight selection bias.

Merlyn.AI



How Our Genetic Algorithm Works

Genetic Evolution:
Mutation
Crossover

Human

Consider This Analogy to Humans

Strategy



What are the Gene Mutations





All of our Published Indexes Employ

Merlyn.AI Genetic Algorithms



https://maiindexes.com/wiz-index

https://maiindexes.com/dude-index

https://maiindexes.com/wiz-index
https://maiindexes.com/wiz-index


https://www.alphadailybrief.com/Pages/EssentialVideos.aspx

Please also Check Out the Essential Videos Found Here:

• https://www.alphadailybrief.com/Pages/HeatMap.aspx

• https://www.alphadailybrief.com/Pages/RiskAvoidance.aspx

• https://www.alphadailybrief.com/Pages/BearStrategies.aspx

• https://www.merlyn.ai/

https://www.alphadailybrief.com/Pages/EssentialVideos.aspx
https://www.alphadailybrief.com/Pages/EssentialVideos.aspx
https://www.alphadailybrief.com/Pages/HeatMap.aspx
https://www.alphadailybrief.com/Pages/RiskAvoidance.aspx
https://www.alphadailybrief.com/Pages/BearStrategies.aspx
https://www.merlyn.ai/
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